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An object-oriented development environment to
optimally design cyclic storage systems
Mohammadamin Jahanpour, Abbas Afshar and Samuel Sandoval Solis

ABSTRACT

Cyclic storage system (CSS) is defined as physically interconnected and operationally integrated
surface water and groundwater subsystems with full direct interactions between the subsystems.
i a CSS model is very complex and all previous
ssibility of generalization. This article proposes an

|ch assists researchers to create and design
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INTRODUCTION

Water planners often work on development and manage-
ment of projects that integrate utilization of surface and
groundwater, the process which is commonly referred to
as conjunctive use of surface and groundwater (de Wrachien
& Fasso 2002). Although the first attempts in joint operation
of surface and groundwater systems goes back to the early
1960s (Buras 1963; Buras & Bear 1964; Burt 1964), the con-
junctive use of surface and groundwater received growing
attention from the late 1990s along with the introduction
of integrated water resources management.

Based on type of groundwater simulation model, con-
junctive use management models may also be classified as
lumped or distributed systems. In lumped models, the
groundwater system is often treated as a simple storage
cell, similar to a surface reservoir. Complex hydraulic con-
nection between surface and groundwater is disregarded
and stream-aquifer interactions are not addressed. In a dis-
tributed groundwater management approach, a distributed
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r models are normally used to increase

response t
Distributed pa
the accuracy of p @s and to achieve a higher degree of
spatial resolution. In*distributed modeling approach, differ-
ent simulation models with varying accuracies have been
employed to address the response of the groundwater sto-
rage systems to excitations and their interactions with
surface water bodies.

For a distributed modeling scheme, the simulation
model is coupled with the optimization model either by
‘embedding method (EM)’ or by ‘unit response matrix
(URM)’ method. In EM, finite difference or finite element
approximations of the governing groundwater flow equation
are directly used as a set of constraints in the management
model. In embedding approach, drawdowns are calculated
at many grid points where the information has no economic
interest (Gupta ef al. 1996). This approach is somewhat
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inefficient and has limited application because of dimen-
sionality problems.

In URM, on the other hand, response of the aquifer
system to unit perturbations at any selected points in the
domain is evaluated using an offline approach. The URMs
are generally preferred for unsteady-flow optimization
because they use constraint equations to restrict system
response only at user-specified locations and times (Peralta
et al. 1995). Unit responses are assembled to form response
matrices to be included in the management model as
groundwater flow constraints. Mathematically, it is possible

@ simulator into the
aco bedded, simu-
weverﬁ" tion for a

ar and n xpx system
requires extensive comput cost. ough

advances in computing metho ologiesfisuch as p
tion and response surface meth increa
promising opportunities for compu expenSive

simulation-optimization frameworks (Al

to embed a fully distributed grou
optimization module to for
lation-optimization mod
large-scale, real-world,

oya 2002;
Tang et al. 2007), for a longterm planni

cyclic storage system (CSS), the unit response
provide reasonable results. Therefore, it was decid
replace the simulation model by the URM method. A
hammadi et al. (2009) proposed a modified unit respons
method (MURM) with satisfactory performance to be used
in unconfined aquifers under moderate drawdown (Jahan-
pour et al. 2013).

Addressing a special version of active long cycle con-
junctive use system, the general concept of CSS was first
introduced by Lettenmaier & Burges (1982). Alimohammadi
et al. (2009) extended this definition to differentiate between
conjunctive use and CSS. They defined a CSS as physically
interconnected and operationally integrated surface water
and groundwater subsystems with full direct interactions
between the subsystems. Based on their new definition, sur-
face and subsurface impoundment subsystems might be
treated as competing and potentially interconnected parallel
storage facilities that minimize most of the problems associ-
ated with large-scale surface impoundments. In a holistic
view, CSS forms a network structure of all possible water
transfers between system components (i.e., surface reservoir,
river, aquifer, and demand area) taking into account natural
interactions and operational policies imposed on the system.

Considering the problem as an optimization model, the eco-
logical, environmental, and hydrological constraints may
ensure feasibility and sustainability of the resulting
solutions.

The lumped modeling approach for optimum design of a
large-scale CSS was carried out by Afshar et al. (2008).
Alimohammadi ef al. (2009) presented a distributed par-
ameter approach for optimum planning of CSSs. Afshar
et al. (2010) developed a hybrid two-stage genetic algorithm
(GA)-linear programing algorithm to optimize design and
operation of large-scale CSS as a single objective problem,
not considering the multi-objective design and operation
problem. In addition to untouched multi-objective CSS, for-
mulation and implementation of a large-scale CSS as an
optimization model is a challenge for researchers and prac-
titioners. Researchers have independently developed models
of various scales and resolutions using various programing
platforms and/or development environments, often being

iged to rewrite simulation or optimization codes for simi-

onjunctive use problems. An integrated development
ment (IDE) can assist researchers to create and

de models faster and more easily in a unique
an IDE, researchers may skip regeneration

i & fation codes for common elements of a

ce reservoirs and wells. They may

ject and then modify its properties.
makes it easier to share, view,
develop CSS models already built by

other res

rs. To ensure integrity, which is a significant
feature of sus e development, such IDE should com-
prehend surfac® water, groundwater and the ecosystems
through which they flow. Furthermore, the IDE should be
constantly updated over time to include more environ-
mental, hydrological, ecological, and economic features
of CSS.

This article describes a prototype object-oriented IDE
called CSSDev, which is developed to create, view,
modify, share, and optimally design multi-objective CSSs.
CSSDev has a simulation-optimization structure. CSSs
with different scales may easily be generated, viewed, and
modified by simulation module of CSSDev which is an
object-oriented development environment with a graphic
user interface. The object-oriented paradigm of CSSDev

guarantees the transparency required to comprehend
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models that are already generated by others. Initially, based
on the specific case study, user generates a CSS model in the
simulation environment. Once the model is completely
developed and all properties of its objects are assigned,
the simulation model is prepared to be coupled with the
optimization module. Subsequently, a multi-objective optim-
ization module optimally designs the CSS design parameters
such as reservoirs and water transfer systems capacity, pro-
viding multiple optimum alternative plans as a Pareto-front.

Object-oriented structure of the simulation model,

including classes of objects, objects propeities, cost terms,

and loss functions are explained in the development
section. Next, the optimization module
world large-scale CSS is d

CSSDev followed by related

also presented at the end of this p

MODEL DEVELOPMENT

O

Definition of classes is one of the fundamental tene

»ﬁ

object-oriented paradigm. In CSSDeyv, six classes of ob

(i.e., surface reservoir (dam), river, aquifer, well, demand
area, and allocation) are defined, each modeling one of
the identified physical component of a CSS (Table 1).

To create a CSS model, several instance objects of the
aforementioned classes should be added to the model manu-
ally. In this phase of model development, the user is asked to
draw a layout plan of a water resources system using the
graphical objects provided in CSSDev environment
(Table 1). Once completed, the user may proceed to assign

properties for each object of the model. Properties of

Table 1 | Graphical presentations and abbreviation of CSSDev classes

Class of objects Notation Abbreviation
Surface Reservoir (dam) A\V4 RES

River % RIV

Well @ WELL
Aquifer o AQU
Demand area O DEM
Allocation E— A?gggg% ®

model objects are explained in the following subsections.
The collection of the objects as a whole forms a CSS, and
objects sharing common properties are said to constitute a
class. Every object inherits its modeling code from the
class it belongs to, whereas certain properties of the object
are modifiable and can be customized manually by the
user. Classes of CSSDev are explained in the following
subsections.

Allocation class

Although allocation objects should be added to a CSS model
subsequent to all other objects, to better explain the develop-
ment procedure of CSSDev, this class is discussed prior to
others. Allocation objects determine water allocations
between objects in the model during the planning time.
Every allocation object is shown in the form of A%gggg%" ®

ich stands for the water allocated from the source

obj OURCE,) to the target object (TARGET)) during

io For example, A\IEXEL}(IO) stands for the amount
of w cated from river #2 to well #3 in the 10th
eriod. presented without the time indicator,
sgggg i 1lt of NT (model periods) members
ondmg Volumes of water transferred from
t e to ta cts during the entire planning
hori o € are sev. efined time-dependent water
allocati ext of CSSDev:

@ls n

(1) release ro@rvoir to river (ARES);

2) release fro o demand area (ARES));

(3) transfer from r oir to recharge well to artificially

recharge the aquifer (ARES | );

(4) water transfer from aquifer to reservoir (ANEL);

(5) river diversion to recharge well to artificially recharge of
the aquifer (AR, 1 );

(6) river diversion to demand area (ARY}); and

(7) water transfer from aquifer to demand area (AWELL).

User may manually add or remove allocation objects
between source and target objects. Allocations are treated
as decision variables, because their values are unknown to
the user and have to be determined through an optimization
procedure. Any feasible set of allocations value form a poten-
tial development scenario of the CSS. A multi-objective
optimization algorithm is used to obtain development
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scenarios which minimize both system total present value
costs (PVC) and the loss associated with system deficits.
The multi-objective optimization problem can be formulated

as:
Minimize Z1 = PVC (1a)
Minimize Z2 = Unsatisfied Demand (1b)

Objective functions defined by Equation (1a) and (1b)
outline a set of conflicting obje

hich may receive
different priorities from the de€ nakers and cases
under consideration. Every#ptimum deVelgpment scenario,
which is considered as @ on of the Xization pro-
blem, determines the op esign @Lﬁs for all
components and water alloc‘Q 1 elemen the
system. For any development sce presen
of the system construction, PVC,pst
and operational costs, PVC,,, (in BR), for

function as the system PVC (in BR)

objective

¢,

The second objective, Equation (1b), accounts for unsa-

PVC = PVCeonst + PVCop

tisfied demand. This objective has been explained in the
subsection ‘Demand area class’.

PVC,onst is the sum of construction costs of the reser-
voirs and water transfer subsystems which will be used to
allocate water from different sources to the sinks

NRES
PVCconst = Z Cconst(RESi) +

NALL

Z Cconst (Al) (3)
i=1

NRES is the number of reservoirs in the system,
Ceonst(RES;) is the construction cost of the ith reservoir
(BR),
Ceonst(A;) is the construction cost for the ith allocation

NALL is the number of allocation objects, and

system (A;) in BR. Construction cost of any element is to
be defined by the users as a function of its capacity. Without
loss of generalities, construction cost of wells and pipelines
from wells to demand areas are disregarded and only their
operational costs (pumping costs) are included in the

ion rials (%‘

model. This study assumes that the demand area is very
close to the pumping wells where the cost of the pipeline
may not impose significant cost on the system.

System operational cost (PVC,,) consists of present
value of groundwater pumping cost (Cop(W)), groundwater
recharge cost (Cop(AR)), and operation, maintenance, and
replacement costs of allocation systems and reservoirs.
As shown in Equation (4), the groundwater pumping cost
is a function of consumed energy (Basagaoglu & Marino

1999).

Cop(W) =
NT NK yelif.ucen
{21; Lty efp( oy Lo ®) + sl ] ok, t)‘kqv}
4
NT
Cop(AR) = 2: __lJL%ﬂLQ 5)

= 1+rs)

(W) is the operation cost of groundwater pumping
(B is the number of operational seasons in the operat-

ing h NK is the number of pumping wells, uelif is the

4;9,

o*pump a unit volume of water to a unit

is the unit cost of energy (BR per

s
pump (m), 8 (%, t) is the drawdown in the pumping
well & at ginning of period ¢ (m), g,,(k, ?) is the water
pumped from during period ¢ in million cubic meters
(MCM), kqv is

Cop(AR) is the operation cost of groundwater recharge, NL

efficiency in well k, r; is the seaso-

e initial groundwater level in the

e conversion factor (discharge to volume),

is the number of recharging wells, v, (/, f) is the unit rechar-
ging cost in the recharge well [ in period ¢ (BR per MCM),
and gu(l, t) is the total recharge to well ! during period ¢
(MCM).

Operation cost of the ith surface reservoir (Cop (RES;)) is
assumed as a predefined fraction (URES;) of its construction
cost (Equation (6)). Operation cost of the remaining five

types of allocation subsystems (i.e., ARES ARES = ARES
ARV L, ARNMY) is calculated by Equation (7), in which

Uiggég? is the unit operation cost coefficient of the allo-

cation system (defined by the user) and A%ggégi (?) is the
allocation value in period ¢ determined by the solution to
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the model. User assigns appropriate cost coefficients for all
allocation objects in a model.

Cop (RESi) = URESi-Cconst(RESi) (6)

USOURCE, ASOURCE (t)

TARGET; / TARGET;

Cop(ATarcET) = ()
; 1+ rs)

Surface reservoir class

A surface reservoir object modelgghydam in a? imum

and maximum allowable stora @ e ith sur rV01r

in the model (Spi% and Spax , respCatingly) are us
constant properties. Other constan erties of reserv

are the coefficients of surface-storage
functions). User should adjust these coeffici 0
linear relationship can properly describe t

reservoir’s surface as a function. Time-dependen &rr‘tl
consist of evaporation rate per period (HeR‘g’Si ()) and natf
inflow (Qges; (f)) to the reservoir, which should be assigg
by the user for all periods. Equation (8) models storage

variation of the ith surface reservoir during the planning
time.

— ARES(); vt
®)

Sges, (£ + 1) = Sres; () + Qres, () — Eres; ()

where Sggs, (f) and Sggs, (£ + 1) are storages of the ith surface
reservoir in the periods ¢ and ¢+ 1, respectively, Qggs, (?) is
the natural inflow to the reservoir in period ¢, Eggs, (f) is the
volumetric evaporation loss, and ARESi(¢) is the sum of all
allocations related to the reservoir. All terms in Equation
(8) are in MCM. These allocations are consist of releases
(to demand areas, recharge wells, rivers) and incoming
(from aquifer) in period ¢. Evaporation loss in period ¢ is esti-
mated by multiplying evaporation rate of surface reservoir i
in time step ¢ (Hf{‘g’si (#)), in meters, by mean surface area of
the reservoir for that period (Areaggs, (f)) in km?

AreaREsi (t) + AreaREsi (t+ 1) (9)
2

Eges, (f) = Hygs, (0)-

tigns ée@
that th

SN

River class

River flow is commonly regulated by surface reservoirs,

defined by an allocation object (ARES). River flow may be

diverted to demand areas (ABY|,) and/or to wells to artifi-
cially recharge the aquifer (AR, ). Outflow from the ith
river reach in period ¢ (griv,(f)) is estimated as (all terms

are in MCM)

NK ND
RES
qruv; (t Z ARIV, ZA&};:%_,L ® - ZAEIFYM )
=1 =1
~ qriy, (®) (10)

where ND is the number of demand areas and gy, (¢) is the
hydraulic interaction between the ith river and aquifer in
period ¢t (Equation (11)). To simplify estimation of the inter-

ction a uniform rectangular channel is used to represent
the ri

qfaal(%/,. @V; (R, (8) —

r geometry (McDonald & Harbaugh 1988)

hRIV ) (1 1)

Qs
%M Lgy, @W RIV; (12)

(11), 0°m?/month) is the river con-
th reach which is a function of its semi-

ductance f0

aulic conductivity (Krpy,, 10°m/
7, width Wgyy, and thickness Mgy,
(all in meters). hyy, (f) and ARgy (f) are the water level and

pervious streat
month), its length

elevation of semi-pervious stream bed elevation (in
meters). It is assumed that a fraction (y) of total water deliv-
ered to a demand area will return to the river as return flow
(greTR, () in period ¢ (Supply(d, ?)):

qRETR, () = 7.Supply(d, 1) (13)

Constraint defined by Equation (14) limits the river out-
flow from a river (q‘f{‘f{, (#)) to a predefined maximum value
(qORIIl{;““ () in all time periods. Constraint defined by
Equation (15) controls the river flow to provide required

environmental flow ggi, () which is the quantity of water
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required to sustain freshwater and downstream ecosystems
in all time periods. All volumes are in MCM.

g, (0 < g ) (14)
qriv;(f) > qgrv, () (15)
Well class

A well can be used to artificially rechakge the aquifer and/or

to pump water to demand areas or b g surface reservoirs.

In conjunctive use systems, aquifer pla ignificant role in

supplying water to satis

d ent d@fowever, to
maintain sustainability, é torage sh yreserved
by limiting pumping and supe groun fa
ations in wells during the cfitire ning ho, In

CSSDev, discharge and/or rechargeftr wells a
trolled by constraints defined by Equ 6) and
where g, (k, t) and g, (I, t) are user-define um allow

able values (in MCM) of pumping and rec
and to /th wells in period ¢, respectively

qu(k, 1) < g5 (R, 1)

Drawdown below the minimum permissible piezometric
levels, which may lead to increased pumping costs, land sub-
sidence, infiltration of poor quality water, and drying up of
springs and shallow wells (de Wrachien & Fasso 2002), is
in contrast to the idea of sustainable development. Con-
straint (18) is
fluctuation where sT"(k, f) and sT#*(k, {) are user-defined

imposed on the groundwater level

minimum and maximum values (in meters) of water draw-
down in well & in period ¢, respectively.

nglin(k, ) <sw(k, 1) <sp*(k, t) 17)
Qar(lv )< qg;ax(l, 1) (18)

MURM method
employed to approximate groundwater level variations in

(Alimohammadi et al. 2009) is

the wells. Response matrices may be developed offline for

all point, linear, and distributed excitations using a

Q

numerical flow model such as MODFLOW (McDonald &
Harbaugh 1988) and be imported to CSSDev for each exci-
tation element. Excitation components are categorized
into point, linear, and distributed elements. Pumping and
recharge wells are samples of point excitation. Interaction
between aquifer and river reach may be treated as linear
excitation, while rainfall on the aquifer and deep percolation
from demand areas are considered as distributed excitation
elements. In MURM method, the excitation (drawdown) at
excited well k, in period 7, is estimated as

n

NwW
DD Bulk,n—t+1)qu(®)

=1 j,=1
n  NAR

+ Z Z ﬂar(k» n—t+ I)Qar(t)

t=1 ju=1

Sw(k, n) =

n

+Y Bplk,m—t+1)gp(®) + > Balk, n—t+ 1)qa(t)

t=1 t=1
(19)

hete s, (k, n) is drawdown in well k at the end of period n
Bu R, juw, n —t+1),  Bar(R, jar, n — £+ 1),

ﬁp (%, ]@t—k 1), and B4(k, j,, n — t + 1) are modified unit
respons ents of excited well & for unit excitation

m pump

eters.

arge, rainfall on aquifer and recharge,

t1 ely, in®thegdemand area in period ¢. In Equation
< A 1s the n f pumping wells, NAR refers to
the n r of rect ng wells quw (), qar(®), gp(?), and g4 (?)
are the 1ated excitations in period ¢ in MCM,

respectivel O

Demand area class

A demand area may include domestic, agricultural, and
industrial sectors. User determines time-dependent water
demand values for each demand area. In the proposed
CSS, demands can be met via the surface reservoir, aquifer
pumping, and river diversion (Equation (20))

NRES

WELL
Supply(d, 1) = Z Ag%?\}[d + ZADEMd
NRY
+ Z Appn, (20)
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where Supply(d, ?) is total water supply to dth demand area in
period # in MCM. NS, NW, and NRIV are number of surface
reservoirs, wells, and river reaches which contribute to sup-
plying water to the dth demand area, respectively, and all
volumes are in MCM. For every development plan proposed
by CSSDeyv, a loss function is calculated based on water def-
icit and/or surplus. Loss function of Equation (21) penalizes
both insufficient and excessive water supply to demand areas
while Equation (22) only considers deficits as losses and does
not penalize excessive supplies. User may choose between

Equations (21) and (22) to calculate the unction.

NT ND
LossFunction = ZZ max Gd d,1) u%,t
NT ND
LossFunction = Z Z (Demand(d, t) — Stup
=1 d-

Stedinger (1978) believed it is unrealistic to *pen

e

positive deviations (excessive water supply) from de

generations to meet their own needs and thus, are in opposi-
tion to the concept of sustainability which is based on
intergenerational equity (Loucks 1997). To avoid overexploi-
tation of the aquifer, constraint number 23 ensures that total
aquifer abstraction volume is not greater than the total
recharge volume over the planning horizon

NT NW NT NRES NW
) gl <> > AN
=1 k=1 =1 =1 =1
T NRIV NT NT
+ Z Z q i{a&/l Z qrers (f)+ Z dpep(?) (23)
t=1 t=1

In addition to artificial recharge, aquifer is naturally
recharged from river flow (Equation (11)), precipitation
(Equation (24)), and deep percolation from irrigated area.
Without loss of generality, the annual recharge resulting

Q/kom precipitation is assumed to be a given fraction (Seep)
of

its g@tal volume

pep( —&aAQU.PCp(t).Seep

(24)

values, while Klemes (1978) considered a quadratic form onV here qPCP@he water recharged to the aquifer via pre-

loss function in which positive deviations from demand
values are penalized as well as negative deviations. Various
studies have considered hydrological, economical, and even
political measures in calculation of the loss function; how-
ever, the appropriate loss function is case dependent and
may change from one management plan to another. In
this study, the economic aspect of CSS development has
been regarded as a separate objective and disregarded in
the loss function.

Aquifer class

Conjunctive use relies on utilization of aquifer as a parallel
storage to surface reservoirs to supply water demands in
an efficient and more reliable manner. However, uncon-
trolled exploitation of any aquifer will most likely lead to
persistent negative results such as continuous water-level
drawdown, progressive water-quality deterioration, and
gradual reduction of the aquifer storage capability. These
irreversible damages jeopardize the ability of future

itation in O(MCM). User determines aquifer
area (A in km?®), precipitation heights

A
aissf)fe“ e

ered to d
in MCM). recharge wells, aquifer is artificially
recharged with a@cated from surface reservoirs and
rivers. Wells are al

page ratio (Seep). It is also

gaction of the total water deliv-
percolate into the aquifer (grers

sed to pump water from the aquifer
to the demand areas or back to the reservoirs. As discussed,
all natural and artificial recharges and extraction to/from
the aquifer alter groundwater level in wells.

OPTIMIZATION

Having completed the simulation model, user may proceed
to the optimization step. As discussed, allocation values over
planning horizon are decision variables of the optimization
problem. Both objective functions, namely the loss function
and PVC, are functions of allocation values. Owing to the
conflicting nature of the two objectives, there is certainly
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no one best plan that keeps both of them at their absolute
optimum values. In other words, there will be no develop-
ment plan of a CSS by which both objective functions are
at their global minimal points. Dealing with problems
associated with conflicting and non-commensurable objec-
tive functions, a multi-objective optimization methodology
is preferred to a single objective one.

Multi-objective optimization does not yield a single opti-
mal solution, but identifies a set of technologically efficient
and acceptable trade-off plans (called Pareto-front) among
1

conflicting goals and interests. Al ions in the Pareto-

front are non-dominated. Solutio e Pareto-front are

not inferior to other solutions in b® ctives, and, fur-
thermore, these solution tter tHan s in at least
one objective. Depending@yg

e type of o yon prob-
lem, different shapes of Paret can b pec:%the
h

current study, both objectives of the gfifimizatio m
will be minimized; consequently, areto-f] (‘

expected to have a convex shap VS

ev emp
NSGA-II to achieve the Pareto-front o fm design
kn

alternatives of a CSS model. NSGA-II is w

s a
prevailing and robust multi-objective GA for O@OH
of non-linear and non-convex problems (Deb et al. z@

Simulated binary crossover (SBX) method (Deb & Agr

(a) (b)

O L 1

==~ Kineh-Vars reservoir saatnd Agriculture area

*~ " Impervious boundary of aquifer = Urban area

River o Wells and recharge basin

Figure 1 | The study area.

1995) is used as the crossover operator. Evolutionary process
is continued until a stopping criterion is met. Predefined
stopping criteria are reaching the maximum number of gen-
erations and time limitation.

To discriminate a solution from a Pareto-front is a politi-
cal decision (Loucks et al. 1981). Multi-objective analyses
should assist those responsible for making these political
decisions by illustrating the range of optimum decisions
and the impacts of the alternative and competing plans. Fol-
lowing this idea, CSSDev only presents the Pareto-front of
the optimum solution and leaves the selection of the final
solution to users.

CASE STUDY

CSSDev was used to develop and optimize a real-world CSS
model which has been previously solved by Alimohammadi

. (2009) by a single objective optimization method.
study area is the Kineh-Vars reservoir (36°7'18”N,

o)

centr.

“E) and its irrigating area located at the downstream
ar-rud watershed in Zanjan province in west-
he area consists of one surface reservoir,

ne river

AI

/’9 hydraulically connected to the aquifer,
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three supply and recharging wells, one demand area, and the
underlying aquifer (Figure 1(a)). Figure 1(b) shows a graphic
presentation of the CSSDev object-oriented model which
was developed based on the features of the study area. All
feasible allocation objects between model objects are
assigned by default (Figure 1(b)). Having created all required
model objects, user may proceed to assign their properties as
discussed in the section ‘Model development’.

The planning horizon of this real-world, large-scale CSS

Nl=

@

in this paper is deterministic; conseque cepts con-
. Users,

& and de X
mation or othe

i

was considered to be 10 years (from fall 1990 to summer
2000) containing 40 seasonal periods ( 40). Seasonally

varying data are presented in Table 2. del presented

stant values for inflow to re

though, may use historic info ries

such as maximum or minimum ﬂ@r dematd as inp
values; however, the model does not supp tochastif
culations. The problem under consider%ists of sb
excitation points (three pumping and re wells),
two surface excitations (deep percolation from

a@fwnd
e li

area and rainfall infiltration to the aquifer), and ¢ g

considered as excited units. Response matrices have alread

excitation (river). Three pumping and recharging ce

QO
been developed and verified for this case (Alimohammadi

et al. 2009).
The demand area may receive water from the aquifer,

4 plan h
i
near];

would percolate into the aquifer (y = 10%) and 10% would
return to downstream of the river as irrigation return flow.
Pumping wells are also considered as recharging wells
with maximum allowed pumping and recharging rates of 3
MCM/season. Maximum and minimum allowed drawdown
in wells, during any time step, are —10 and 10 m, respect-
fully. Initial drawdown of all wells is considered to be
10 m. Table 3 shows construction cost equations and oper-
ation cost coefficients for the case study.

RESULTS AND DISCUSSION

After developing the object-oriented model (Figure 1(b)) and
assigning objects properties regarding data provided in
Table 2, the optimization procedure triggered. Equation
(21) was considered as the loss function of the optimization
del. Employing CSSDev, the problem was solved for a
orizon of 40 seasonal periods. With a population
chromosomes, NSGA-II algorithm stopped after
0 generations which accounts for about 4

million @wen evaluation. Benefiting from Microsoft’s
CP techn@lody in _the platform resulted in 30% reduction
puting ti @

a ;eto—fronts of the last 800 generations

ir diversitie, esented in Figure 2.
it is for th 00 generations, Figure 2 high-

the river and directly from the reservoir. It was assumed lights ity of tions and the extent of the
that 10% of the total water delivered to the demand area solution &It is own that the non-dominated
Table 2 | Seasonally varying data O
Fall Winter Spring Summer Annual
Qres, (f) (MCM) 2.34 6.54 7.37 0.58 16.83
2.85 5.96 33.59 1.16 43.56
3.59 8.63 9.48 0.87 22.57
5.15 15.7 15.32 0.94 37.11
15.84 13.6 19.58 1.76 50.78
4.96 11.75 49.2 145 67.36
4.95 7.89 6.17 0.91 19.92
3.96 10.41 17.85 0.93 33.15
2.77 5.51 2.57 0.52 11.37
1.84 5.17 5.8 0.24 13.05
HyEs (#) (mm) 185.5 77.1 3485 717.1 1,328.2
5%, (f) (MCM) 0.262 0.262 0.542 0.542 1.608
Pep(f) (mm) 96.91 136.52 123.00 8.58 365.00
Demand (1, #) (MCM/season) 2.886 1.456 11.024 10.634 26.000




543 M. Jahanpour et al. | An object-oriented development environment to design cyclic storage systems

Journal of Hydroinformatics | 17.4 | 2015

Table 3 | Construction cost equations and operation cost coefficients for the case study

Construction cost equations (BR)

Operation cost coefficient

Reservoir

= 0.0054 Capacity(RES, )’

URES; =0.06

— 0.1972 Capacity(RES, )?
+ 3.7618 Capacity(RES,) + 21.908

Reservoir to demand area

+4.026 Capacity(Afes;. )

Reservoir to artificial recharge area

Aquifer to reservoir

River to demand area

River to artificial recharge area

— —0.1022 Capacity(ARES: )2

=-0.0511 Czslpacity(Ai‘;'ésljl)2

+2.013 Capaci‘[y(A/ligsﬁ1 )

= ~0.2043 Capacity(A ")

+8.052 Capacity(AA%)

279 Capacity(A5Ry )

= fOﬁCap ity(ARoo, )

Upga, = 0.02

Uigr, = 0.01

Upgs,' = 0.05

- 469 Capacity(Apy; )

Upgy, = 0.05

Uygo, = 0.02

(AXqu,)

94 -
92 -

90 -

86 -,

84

PVC (BR)
(Objective Function #2)

82 -

80

76 T T

0
Loss Function
(Objective Function #1)

Figure 2 | Pareto-front of the last 800 generations.

solutions form convex fronts and move gradually toward the
left corner as solution proceeds. It clearly shows that the sol-
utions with the first and second objective functions ranging
(0-100) and (76-100) are included in the solutions,
respectively.

80 100

Figure 3 shows the last Pareto-front with the set of
optimal non-dominated solutions after 4 million function
evaluation. The Pareto-front presented in Figure 3 consists
of 52 non-dominated solutions. Each solution is an optimum
design plan for the CSS under consideration. None of these
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86 1 gelected Solution #1
8552‘J
84 |~
%
83 3
824 °*
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81 - .
80 -
79 - "
78 - e
77 n . . ..

PVC (BR)
(Objective Function #2)

Selected Solution #2

76 T T T

Loss Function
(Objective Functlon #1)

N\,
’é

Figure 3 | Final Pareto-front.

solutions dominates others in the Pareté-fronts Solutio 7.
rom the 81g
@ fmble

The conflicting nature of two objective function:

with any degree of infeasibility are excl
Pareto-front; thus remaining solutions are
alternatives for the CSS under consideration.

cuss 1n
easily be observed in the pattern of the Pareto- nes in t
(Figure 3) where one objective function value decreases asd are t

80

68 for the loss function, then the most economical
is determined by the solution with total PVC of

lutions from the Pareto-front are selected to dis-
il. The solutions, which are the first and last

0 -front, are marked by circles in Figure 3.
g solutions, identified by solution

the other one increases. Each solution in the Pareto-front 1 and 2 least and most loss values, respect-
is the most economic feasible design plan that can be pro- ion num i§'the most expensive (PVC = 84.69
posed when a specific amount of loss function is accepted. ve with ze o hereas the solution number
For example, if the decision-makers accept the value of 2 has thel cost (PMGCs 76 45 BR) and the highest loss

Table 4 | Design capacities and costs of the objects

Solution #1 Solution #2

PVConst(BR) PVCop(BR) Capacity® (MCM/Season) PVC¢onst(BR) PVCop(BR) Capacity® (MCM/Season)
Reservoir 44.170 2.650 9.293 49.092 2.946 12.813
Reservoir to demand area 0.0 0.0 0.0 17.133 0.007 4.853
Reservoir to artificial recharge area 0.0 0.0 0.0 0.0 0.0 0.0
Aquifer to reservoir 0.0 0.0 0.0 0.0 0.0 0.0
River to demand area 20.484 5.172 9.357 1.05 0.337 0.402
River to artificial recharge area 7.656 0.838 6.046 2.627 0.564 2.024
Pumping wells - 1.629 N/A - 1.41 -
Recharge wells - 2.095 N/A - 1.283 -
Sum 72.310 12.384 69.902 6.547

84.694 76.449

@Reservoir capacity is in MCM.
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Table 5 | Mass balance verification in the subsystems (solution 1)

Reservoir Aquifer
Initial storage 2.100 Total pumping from 116.143
wells
Final storage 0.000 Aquifer pumping to 116.143
demand area
Natural inflow to the 315.700 Aquifer pumping to 0.000
reservoir reservoir
Allocation from 0.000 Seepage from river to ~ 8.746
aquifer to aquifer
reservoir
Allocation to 0.000 Tota gial 66.892
demand area re
Allocation to wells 0.000 14.600

Allocation to river 31

Percolatio
precipifatio /
96 Percolation fr 26.000
@wnd ar
4.831 /l

Evaporation

Total reservoir 317.800 Total ifér imputs

inputs + initial

storage
Total reservoir 317.800 Total aquifer
outputs + final
storage
River Demand area
Inflow from 312.969 Allocation from 0.
reservoir reservoir to demand
area
Allocation to 143.857 River allocation to 143.857
demand area demand area
Allocation to wells 66.892  Aquifer pumping to 116.143
demand area
Returned from 26.000  Deficit 0.000
demand area
Seepage from river 8.746
to aquifer
Outflow 119.473
Total river inputs 338.969 Total water demand 260.000
Total river outputs 338.969 Total water supply 260.000

All values are given in MCM.

value of 59.94 which corresponds to a deficit of 23% of total
water demands during the planning horizon (i.e., 260
MCM). Table 4 presents resulting design capacities along
with construction and operation costs of the selected
solutions.

To verify the results, law of conservation of mass was
checked for results obtained from solution 1. Model

subsystems (i.e., reservoir, aquifer, river, and demand area)
were considered for the entire operation period of 40 sea-
sons. Table 5 shows the cumulative values of system
variables within the subsystems. Evaluation of mass balance
of the transferred water within the subsystems indicated no
apparent violation to the law of mass conservation.

Both solutions have found it unjustified to transfer water
directly from reservoir to artificial recharge area. Alterna-
tively, that transfer has been made possible through the
river to the recharging facilities. It means that the natural
runoff, after being regulated in the surface reservoir, was
released to the river to be diverted to artificial recharge
area. Allocation from aquifer to reservoir also seems to be
unjustified and deactivated in both solutions.

In addition to differences in total cost and total loss
values, the selected solutions reveal some pronounced
differences in the design objects and their capacities. The
most obvious difference is observed in the allocation class

reservoir to the demand area). Specifically speaking,
116.143 ion number 1 does not allow water allocation and

from the reservoir to demand area (zero capacity

in whereas solution number 2 has utilized this facil-

&

ity in angement with a seasonal capacity of 4.853

CM per 4n other words, selection of different sol-
ns from"th€ of non-dominated optimum solutions
a affect t rational strategies and the system

e non-linearity of the system is
having larger reservoir capacity
(12.813
compared to

for solution number 2 with larger total deficit

n number 1 which has fully satisfied the
demand on the‘entire planning horizon with smaller reser-
voir capacity (9.293 MCM). Regardless of these differences
in the final design capacities, the results show how these
small capacities have been efficiently utilized to avoid any
unnecessary development in both solutions. Time variation
of reservoir storage for both solutions is presented in
Figure 4. As illustrated, on number of periods (mainly in
spring season) both reservoirs are almost at their full
capacities of 9.293 and 12.813 MCM.

Figures 5 and 6 compare the water supply to the demand
area from various sources for the two selected solutions. As
expected, the total water supply from the first solution with
the highest total cost has fully satisfied the demand during
the entire planning horizon with zero loss function (or
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— — —RES1

RES1 Storage (solution 1)

o

Volume-MCM

Storage (solution 2)

o N A O o

Time-season

Figure 4 | RES, storage variation, obtained by solutions 1 and 2.

deficit). The second solution, howeve@
demand in some periods resul#ifig, in laré
with almost 57% deficit for t @ :

horlzon
In solution number 1, 55% o ‘t@tal de S satis,
fied through the river diversion, a e re 1n1ng 45;

satisfy the
nction

met by pumping water from the aquifer
ater to

e

As shown in Figure 6, solution 2 su
demand area from river (0.05%), from aquifer
from reservoir (42.5%).

Solution 2 shows a tendency to supply most Q
demands from the reservoir (42.5%) and leave the ri¥
flow to recharge the aquifer or to deliver the environmental
flow of the downstream.

There is a fairly equal tendency in both solutions to use
aquifer to supply demands. None of the solutions was
allowed to overexploit the aquifer due to the model con-
straints, which explicitly limit the groundwater use
(Equations (16) and (23)) and fluctuation of water level in
the wells (Equation (18)) to predefined values.

== Allocation from RIV1 to DEM1

— — — Water Demand of DEM1

Volume-MCM

16 19 22
Time-season

Figure 5 | Supply to DEM,, obtained from solution 1.

ution
@ rellabll

Figures 5 and 6 reveal that the aquifer plays a significant
role in both solutions for supplying demands. This result
may be used to emphasize the importance and performance
of the parallel usage of aquifer, reservoir, and river in the
proposed CSS. Although a cyclic system is more costly com-

O ared to a non-cyclic system, its performance and reliability
/ ins

ying the prespecified demand is significantly higher.

jon-maker is free to choose the most desirable sol-
dermg the trade-off between the total cost and
the system and/or its performance.

As 1llu@
recharge

ial recharg ile_the next 42% comes from water
se p@! e aqué\rough precipitation (12%), deep
percol

1gat10 2.5%), and the river-aquifer

in Table 5, approximately 58% of the aqui-
Qnumber 1 is accomplished through

interactio s1gn1f1cant value discloses the

ering river-aquifer interactions in any

(G g

importance o
conjunctive wa ces management. Seepage from

the river to the aq , as a natural phenomenon, may be

s Total Allocation from Wells to DEM1

28
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mmmmmm Allocation from RIV1 to DEM1 = Total Allocation from Wells to DEM1
= Allocation from RES1 to DEM1 — — — Water Demand of DEM1
12
10 ,l'\ \\ ,h '\\ ’r- 3 ’r ~ .'] ~ ':g “--\ '!"- l'\ \\ r"‘ ,r ~
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g 1 Ly Rty " ' 'R B R |
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s |
2 a4 (] \ \ | ““ L Vol \ V!
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0
1 4 7 10 13 16 19 22 25 28 31 34 37 40

Time-season

Figure 6 | Supply to DEM,, obtained from solutioo
rec

considered as a free agfiife gi an, which source. As another example, one may observe that only
decreases the need for ‘Q' pensive iglal methods. groundwater (surface water) is used to satisfy demand in
This is particularly highlig the Wigh the 14th (34th) seasons of the horizon. In addition, as

hydraulic conductivity. demanded by Equation (15) (as a model constraint), ecologi-
Solution 1 is the most expensiv@ltemati@[ cal or environmental demand for the downstream river

zero deficit. As illustrated in Figure 5, demandséfor ch were met during the entire planning periods.
the entire planning horizon are fully sam ing water s an important model constraint, Equation (23)
f S that, at the end of the planning horizon, the total

further appreciate the performance of the prop® SS p from the aquifer should not exceed its total
by pinpointing the allocations distribution from 8t @ rechaQis is to ensure that any operation policy will

and groundwater sources during different seasons o not resuft anted groundwater drawdown after the
planning horizon. The third and fourth seasons are jointl imulation M

from different sources with varying quantities. Ol ay
(

satisfied from surface and groundwater sources with varying Qea onal iatd of water allocated for artificial
percentage. However, for the first and second seasons in the e from sur er, planned by solutions 1 and 2,
entire horizon quite contradicting strategies are observed. are p @ ed in Fi 7 and 8, respectively. As for solution

As an example, demand of the first season is completely sat- 1, durin, irst 14 seasons the direct aquifer recharge
isfied with the surface water allocation whereas that of the remains ve @ with a jump starting from the 15th
erv

33rd season receives its water needs from the groundwater season where oir storage builds up and inflow to the

e ll#1 —— well#2 well#3 — — — Total Allocation from RIV1 to Wells

Volume-MCM

1 4 7 10 13 16 19 22 25 28 31 34 37 40
Time-season

Figure 7 | RIV, allocations to WELL, , 3, obtained from solution 1.
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— well#1 — well#2 well#3 — — — Total Allocation from RIV1 to Wells

6 -

4 4
=
o
=
@
£
2 #

0 -+

Time-season

Figure 8 | RIV4 allocations to WELL, 3, obtained from sol
reservoir increases. Although during 5-29, for Also for both solutions, as shown in Figures 11 and 12,
example, the surface reservoi ot full, X erable water levels fluctuate within the predefined range of
amounts of already regulated transferred tifi- [-10, 10 m], as constrained by Equation (18).

cial recharge. This is mainly for p g emp spa% CSSDev was developed by Microsoft Visual Basic®

the relatively high flow coming into the g#@servoir i o 2010 as a standalone Windows application. It requires

next couple of seasons. It may be expectéd t e the hig icrosoft® .Net Framework 4 to execute. CSSDev is
est recharge during the 23th period where t @' is at its equi with Microsoft’s Parallel Computing Platform
maximum; however, the high groundwater lev Khree (@rder to take advantage of all cores of multi-core
wells restricts further recharge which will violate tite as CPU echnology shows its power particularly while
ated constraints. runnin algorithms which deal with large sets of

As expected, seasonal allocation from different wells too ta. As ged at the beginning of this section, the
the demand area follows a periodic trend. During the first 16 er of fun fuations during a run is significantly
seasons, where the groundwater level is not high, ground- i 4 million/&orocess took almost 6 hours and
water extraction is comparatively lower than the next 20 45 1@ 0 comp ithout PCP enabled. A 30%
periods (Figure 9). decrease@ consur@vas observed when activating
The constraints which limit the groundwater pumping PCP optio Dev and the optimization process fin-
L& 4 inutes. Nevertheless, the PCP is

d as needed. For larger and more

and recharge of each well to a predefined maximum value ished in 4 ho ]
(3 MCM/season), have been observed (Figures 9 and 10 an option to be e @

for solutions 1 and 2, respectively). detailed cases the PCP option might be a necessity.

m well# —— well#2 s well#3 — — = Total Allocation from Wells to DEM1

Volume-MCM

1 4 7 10 13 16 19 22 25 28 31 34 37 40
Time-season

Figure 9 | Allocations from WELL, , 3 to DEM, , obtained from solution 1.
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— well#1 — well#2 e well#3 — — — Total Allocation from Wells to DEM1

10 4

Volume-MCM

Time-season

Figure 10 | Allocations from WELL4 , 3 to DEM, , m solution 2.

well#1 - well#2 — — — well#3

Drawdown(+) or Rise (-)-m

1 4 i 10 13 16 1 34 37 40

Time-season

9 22 25 28 31
- ) ) v I .
Figure 11 | Water level fluctuation in WELL, , 3, obtained from solution 1. /
1 wellf#1 -oeeveeeees well#f2 — — — well#3 * .l

Drawdown(+) or Rise (-)-m

Time-season

Figure 12 | Water level fluctuation in WELL, , 3, obtained from solution 2.

CONCLUSIONS CSSs with different scales may easily be generated,
viewed, and modified by builtin simulation classes of

Realizing the mathematical complexity of development and ~ CSSDev with high transparency.

implementation of a CSS model, this article presented the The prototype of CSSDev supports six built-in classes of

prototype of CSSDev, which is an object-oriented develop- objects which are surface storage, river, well, demand area,

ment environment for CSSs. In the proposed platform,  aquifer, and allocation. These classes can be used to develop
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object-oriented models in the graphical interface of CSSDev.
It was shown that using CSSDev, researchers may skip
regeneration of repetitive simulation codes for common
elements of a CSS in both surface water and groundwater
subsystems. The built-in multi-objective optimization algor-
ithm (NSGA-II) provides the researchers and users with
the final Pareto-front with set of non-dominated optimal sol-
utions for further analysis to discriminate between the
solutions and final decision-making.

Sustainability of the plans optimized by CSSDev was
ensured

imposing multiple constrai n ecological

in a multiple

period real-world CSS. Using the bui es of the
‘ river Cla f:velop-
be gomputation ﬁient
and technically simpler. Howevei@lement n of t
proposed object-oriented model re uires%me pro%
C

demands and conservation of aquifer

objects, such as aquifer, reserv

ment of a new CSS model w1

and site specific data and relationshi of the

namely coefficients of the response function r a vali-

dated groundwater model. These data and fated
models for data generation for developing response fi
tions’ coefficients are common to all conjunctiv
models.
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